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The Awesome Potential of Digital Health Powered by
AI 
• Adding quantitative and real-time data

to clinical care and research
• Enhancing precision medicine and

individualized care
• Democratizing expertise
• Improving and scaling availability of

care
• Optimizing documentation
• Minimizing administrative burden
• Guiding the drug discovery process
• Many others

Doing  what peopl e  can  
not do on their own 
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Providing  the  right  
care, in  the  right  place, 

at  the  right  time  to  
more  people 



 

             

The Scary Problem of Digital Health Powered by AI 

• Doesn’t always work (e.g., gives the wrong answer)
• Doesn’t always work for everyone (e.g., nonrepresentative datasets)
• Doesn’t always work in every context (i.e., behaves differently on different

data sets and in different locations)
• Doesn’t always go through the same independent review process as other 

new medical devices Price WN, Distributed Governance of Medical AI. 25 SMU Sci. & Tech. L. Rev. 3, 
2022: http://dx.doi.org/10.2139/ssrn.4051834. 

Potential  for  AI  to  cause  harm  by  being  wrong  or  
by  perpetuating  and  amplifying  societal  injustices, 

exclusion, and  bias  
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http://dx.doi.org/10.2139/ssrn.4051834


 AI Doesn’t Always Work: Nabla GPT-3 Example 

https://www.nabla.com/blog/gpt-3/ 
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https://www.nabla.com/blog/gpt-3


     
      

    
        

  
    

   

    
   

      
 

AI Doesn’t Always Work for Everyone 

• Medical AI imaging systems can accurately
(90%) predict the self-reported race of patients
from medical images alone.

• This task is generally not understood to be
possible for human experts.

• Predication ability persisted on corrupted,
cropped, and noised medical images.

This finding was initially recognized when an 
algorithm consistently missed pneumonias in 

chest radiographs of Black patients more 
than White patients. 
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What Does This Mean? 

• Algorithms can provide answers we do not understand.
• Algorithms can act on “hidden” information within datasets.
• Algorithms can propagate bias in ways we do not understand.
• We may not be able to tell what the algorithm is “seeing” because we

can not “see” it ourselves.
• This is a separate problem from nonrepresentative data sets. More data

and representation are critical but also not necessarily corrective.
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What Does This Mean for IRBs? 

How do we review research involving 
AI? 
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What Does This Mean for IRBs? 

How do we review research involving 
AI? 
• Is it human subjects research?
• Is it FDA regulated research?
• Does it meet the regulatory criteria

for approval?
• Requires attention to special

considerations for AI research in
the research protocol and consent
form, when applicable.
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What Does This Mean for IRBs, HRPPs, and 
Institutions? 

• Is solving these problems the IRB’s
role?

• If not the IRB, then who?

• Are the regulations sufficient for
governing this type of research?
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   Is It Human Subjects
Research? 



  

      
     

 

Is It FDA-regulated 
research? 

(At which point in the AI
model life cycle does it
become subject to FDA
oversight?) 



  
       

       
   

        
            

       
         

 
       

        
       

    
       

 
 

 

AI  Model  
Life Cycle 

FDA Device Regulations 
• Medical device regulations apply (21 CFR Part 812).
• FDA guidance on software as a medical device and

clinical-decision support continues to evolve.
• Has the AI model been cleared or approved by the FDA

for the same purpose as used in this study?
• What is the phase of the research in the AI model life

cycle?
• Is the research occurring in shadow mode, side-by-side

with routine clinical care, or with a direct impact on 
medical decision-making? 

• When will data be submitted to the FDA?
• How far back in model development will the FDA go?
• What is the commercialization potential or plan? (Do

research teams even know this from the outset?)
• Is there corporate-funding?
• What does a device brochure look like?
• How do you review and regulate a device that is

constantly changing? 
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  Does it meet the 
regulatory criteria for 
approval? 



   

          
      

     

       
   

        
 

         
         

     
   

        
  

  
      

      
 

     
  

   
      

      
      

              
        

  

         
        

   

PRINCIPLES REGULATORY CRITERIA FOR APPROVAL AI RESEARCH CONSIDERATIONS/EXAMPLES 

Beneficence 
Nonmaleficence 

1. Risks to subjects are minimized. Minimum necessary data use; Appropriate information 
security precautions for internal and external software; 
Appropriate clinical oversight when impacting medical care. 

Beneficence 
Nonmaleficence 

2. Risks to subjects are reasonable in relation to
anticipated benefits, if any, to subjects, and the
importance of the knowledge that may reasonably be
expected to result.

Individual privacy risks; potential for AI to cause individual 
harm in a clinical setting; potential benefits to AI for 
individuals in clinical setting and broadly for 
improvement/scalability of medical care. 

Justice 3. Selection of subjects is equitable. Representative datasets; Representative participant 
populations; Community engagement. 

Autonomy/ 
Respect for Persons 

4. Informed consent will be sought from each
prospective subject or the subject’s legally authorized
representative.
5. Informed consent will be appropriately documented
or appropriately waived.

When applicable, consent with specialized elements including 
use of AI, how AI works, anticipated and unanticipated risks of 
AI, privacy limitations and risk of reidentification, Model Cards 
and Team Cards; Waiver criteria documented by IRB when 
appropriate. 

Beneficence 
Nonmaleficence 
Autonomy 

6. Provision for Monitoring Data to Ensure Safety Continuous data monitoring; Plan for retraining of the AI 
model; Monitoring for emergent AI behavior; Monitoring for 
algorithmic bias. 

Beneficence 
Nonmaleficence 
Autonomy 

7. Provision for Protecting Privacy and Confidentiality Appropriate information security precautions for internal and
external software; Plans to address future data use and 
maintenance of privacy post-commercialization. 
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Justice 8. Vulnerable  Populations a re  Protected Community  engagement  and partnership, along  with other  
relevant  additional  safeguards. 



 
  

Special IRB 
Considerations for 
Research Involving AI 



    

      
          

           
  

     
        

    
         

         

  

Privacy and Confidentiality of Data 

• Open AI platforms are not HIPAA compliant
• Power of big data and generative AI increases probability of reidentification
• Many academic medical centers have policies prohibiting entry of certain data types into

public generative AI/LLM platforms including:
• PHI or Individually identifiable information
• Any portion of a medical record, including de-identified patient data
• Proprietary business information, including research data
• Other intellectual property owned by the institution or its employees

• Recommend instead running AI/LLMs for research on internal computing infrastructure
• Still requires multidisciplinary review:

• IRB
• Information Security
• Legal and Compliance
• Contracting

17 



   

             
      

           
   

    
            

  

            
        

 
    

 

Use of Large Amounts of Unconsented Data 

• Almost all AI projects start with acquisition and processing of large existing datasets, which
are used for model building and training purposes.
• Consider justification for use of different datapoints (i.e., What does minimum necessary

look like for AI model development?)
• Often unconsented data, e.g., medical records data.
• Often de-identified or anonymized, but not always and of unclear reassurance with new

generative AI models.
• Consider NHSR versus FDA clinical investigation? Is NHSR plausible?

• Poses challenges and discomfort related to future data use in AI models (e.g.,
commercialization or open source) due to risks of reidentification.
• Consider comparison with consent requirements for future use and broad data sharing

under the NIH Genomic Data Sharing Policy.
• Consider comparison with consent requirements for whole genome sequencing.
• Should we work toward creation of large consented datasets for AI development

instead?
18 



   

             
   

           
   

      
           

 
    

          
      

Return of Individual Research Results 

• AI diagnostic models have the potential to perform better than clinicians, i.e., they can “see”
things we can not see.

• What happens when the AI model identifies a medically actionable finding? Should the
individual research results be returned?

• How confident are we in the validity of the AI results?
• Weigh potential risks (additional testing and worry) and benefits (improved treatment, if

available)
• Should the results be returned to the radiologist/pathologist (for a repeat

read/reassessment), the treating clinician, or the patient?
• What did the consent form say? Are unconsented data identifiable? How do you

communicate a finding to an unconsented patient?
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Algorithmic Bias 

• Results from nonrepresentative datasets and other causes
• Amplified by differences between training dataset and clinical application
• Mitigation of bias requires transparency, explainability, and independent review: Protocol

should clearly describe how the AI was developed, how it functions, and how it will be
monitored for bias.

• Algorithmic auditing for bias is complex:
• Do IRBs have the expertise for this?
• Do IRBs have sufficient access to the actual AI algorithm to do this?
• Should this fall to other internal or external groups?
• Open-source tools are needed!

• Participants in clinical trials of AI algorithms should be informed of this risk.
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Adverse Event Monitoring 

• Did the algorithm act as expected?
• Requires explainability as part of the root cause analysis
• Potential for ongoing uncertainty in why the AI did what it did

• Challenges of non-directed or emergent behavior
• Requires carefully described monitoring plan
• What are anticipated mistakes?
• What is the plan for continuous monitoring of the data?
• What is the plan for retraining?
• How will unanticipated problems be handled?
• Should we consider unanticipated future problems to others/groups (beyond the present

research study), e.g., dual use, algorithmic bias, risk of future community/group harms,
etc?
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What Does the IRB Need in the Protocol? 
(Hint: More Than We Usually Get) 
• Usual requirements apply, e.g., aims, population, procedures, etc.
• Is the technology commercially available or currently approved?
• What is the current phase of research in the specific protocol/IRB application?

• Proof-of-concept / Shadow mode (e.g., developing, training, validating, or testing a model
but not impacting patient care)

• Real-world clinical trial (e.g., validating or testing a model with an impact on patient care)
• Does the algorithm inform or drive clinical decision-making? What does the clinical back-up

and decision-making look like?
• Does the algorithm diagnose or treat? Are decisions autonomously acted on?

• Does the algorithm change over time?
• How is the algorithm expected to work and how does it make its decisions?
• What are the anticipated ways in which the algorithm may make mistakes?
• Are the training datasets adequately representative?
• How will continuous monitoring occur for unanticipated problems and bias?
• Has there been community/stakeholder input, including clinicians, patients, etc?
• Which datasets will be used, and which participants will be enrolled, along with relevant consent

considerations.
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What Should Be in the Consent Form? 

• Disclose how AI is used, e.g., generating content, making recommendations, making
decisions, and how it works in lay terms.

• Disclose how the AI was trained, e.g., representative datasets?
• Disclose anticipated risks specific to the AI
• Acknowledge unanticipated risks with AI (e.g., emergent behavior)
• Describe how data will be used – how data from the present study will be used by the AI in

this study and in future uses
• Describe any limitations of privacy and confidentiality, e.g., related to third-party software

use
• Describe potential risks related to reidentification, including in future uses (e.g.,

commercialization or open-source use)
• Consider novel methods of addressing transparency and bias (e.g., Model Cards and Team

Cards)
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Developing AI Governance 

Hard – Laws and 
regulations that require 
enforcement 

Soft – Institutional Review 
Boards, corporate oversight, 
technology review boards, best 
practices, insurance policies, 
etc 

Governance – Regulations, 
framework, and policies that 
provide oversight of AI systems 

Emerging AI 
Governance: 

Federal and state 
governments, FTC, 

SEC, FDA, DoD, 
NIST, European 

Commission, WHO, 
IEEE, AI 4 All, 

Partnership on AI 
(PAI), corporations, 

etc. 

Good Governance – Effective, legitimate, inclusive & adaptive 
A Dangerous Master: How to Keep Technology from Slipping Beyond Our Control. Wendell Wallach, 2015 
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What Would It Look Like 
for an IRB to Really Take 
This On (Beyond our
Usual Review)? 



       Promoting Transparency and Bias Mitigation Throughout the AI
Life Cycle 
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Promoting  Transparency  and Bias  Mitigation  Throughout  the  AI 
Life Cycle 
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Challenges to IRB Oversight for Research Involving
AI 
• Tension between regulation and 

innovation

• Requires necessary expertise

• Requires collaboration between
researchers, clinicians, IRBs, regulators,
institutions, research participants, and
patients, among other stakeholders

• Requires ongoing oversight (AI models are
constantly changing)

• Requires regulatory change
29 



 

       
       

           

               

              
        

Regulatory Questions 

• Many models developed with retrospective or secondary use data covered under “exempt”
or “not human subject” protocol classification. Is this type of research what these regulations
had in mind? It may be compliant, but is it adequately protective?

• HIPAA waiver for research – What about data contained in an AI model and post-research
commercialization?

• Risk to participants in this study versus risks generated by future applications of AI (e.g.,
future group harms) – Is the IRB allowed to go there?
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Take Home Points 

• Digital health powered by AI has awesome potential and brings up scary problems.
• AI has the potential to cause harm by being wrong or by perpetuating and amplifying societal

injustices, exclusion, and bias.
• Independent review and accountability for AI research are essential.
• IRBs/HRPPs should build capacity and expand competencies in review of AI research.
• IRBs/HRPPs should develop standard operating procedures for review of AI research, e.g.,

templates for protocols/consent forms, reviewer worksheets, etc.
• IRBs/HRPPs should engage with researchers – to include education about relevant research

and medical device regulations.
• IRBs/HRPPs should engage with institutional leadership, information security, regulators, and

others. This is clearly not just the IRB’s job, and you should not worry alone!
• Everyone needs to stay up to date with evolving regulations and norms.
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